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Whoamt

Mikkel Albrechtsn

Software engineering student @ SDU

Software developer

Infrastructure enthutiast

Admin in Brunnerne




Brunnerne

- Danish CTF Team

« Members from all corners of Denmark and life
- CTFTime: 206

« Website: brunnerne.dk




CTFs & CTF Platforms



What does a CTF consist of

- Four pillars



What does a CTF consist of
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Planning Challenges



What does a CTF consist of

Planning Challenges Infrastructure
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What does a CTF consist of

CTF

Planning Challenges Infrastructure Support



What does a CTF consist of

CTF

Planning Challenges Infrastructure Support



What dOES a CTF COﬂS"LSt Of Challenges

- 3 Types of challenge
- Static
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What dOES a CTF COnS"LSt Of Challenges

- 3 Types of challenge
- Static
- Shared

- Instanced
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What does a CTF consist of

CTF

Planning Challenges Infrastructure Support



What dOES a CTF COnS"LSt Of Infrastructure

- Scoreboard | 2 i m
- Challenge remotes



EXi. St i.ng p-l.at fO rmS Infrastructure

- Scoreboard
- CTFd
- rCTF
« noCTF




EXi.St i.ng plath rmS Infrastructure
- Challenge remote
. kCTF

« Kube-ctf

- Custom platforms
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- Large CTF
« 91,66 weight
- 1667 teams

- Infrastructure blogs
- noCTF
- Kube-ctf
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- Jeopardy style CTF
- Instanced remotes (supporting static, shared & instanced)
- No bottlenecks

- Automation
- DevOps
« GitOps

- Surviving the first 5 minutes
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BrunnerCTF 2025
infrastructure



It all starts with Kubernetes

« Container orchestrator

- Scalability

« Recilians




It all starts with Kubernetes

« Container orchestrator

. Scalability HETZNER

. SERVER-CLOUD-HOSTING
« Recilians

« Hetzner



It all starts with Kubernetes
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To CTFd or not

Pros

- Well-established
- Knowledge in the team
- Usedin large CTFs

- Customizable themes and plugins

to CTFd

Clke

Cons

- Not scalable out of the box
- Has been the source of many issues
- Very standard

- Hard to theme
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To CTFd or not to CTFd
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To CTFd or not to CTFd
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Data storage

MariaDB



Data storage
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Data storage
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Instancing

Kube-ctf



Instancing

CTFd Kube-ct? &



Instancing

CTFd — Kube-ctf %



Instancing

CTFd — Kube-ctf %
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CTFd — Kube-ctf ——




Instancing
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Instancing

CTFd — Kube-ctf —— %



Instancing

CTFd — Kube-ctf —— %



Instancing
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Instancing

i Deploys
DB cluster Redis P > KubeCTF s  Challenges
| F [ F
| |
Uses
Orders instanced
| deployment )

CTFd




Automating CTFd

- Why manually upload challenges?

- Should everyone have access to the CTFd dashboard?

Clke
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Automating CTFd

CT Fd CTFd manager %



Automating CTFd

E

CT Fd CTFd manager %



Automating CTFd

ClFe

CTFd manager



Automating CTFd

CTFd CTFd manager <— %



Automating CTFd
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Automating CTFd

CTFd <«— CTFd manager «— %



Automating CTFd
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Automating CTFd

i Deploys
DB cluster —H Redis —H P > KubeCTF s  Challenges
| F [ F
| |

CTFd-manager
Uses an
Orders instanced Configures
- deployment )




Going Gi1tOps

- Automating continuous deployment



Going Gi1tOps

- ArgoCD
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Going Gi1tOps
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Going Gi1tOps
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Going Gi1tOps

- Deploys
DE cluster Redis - > KubeCTF 5| Challenges
[ F [ F
| |
CTFd-manager
Uses
Orders instanced Configures
deployment )
CTFd |




Kubemetes
e cluster
i Deploys
08 cluster Redis ' > KubeCTF » Challenges
l [ T I [ i 7 Y
' Usas CTFd-manager
f { Instanced chaflenges
i | ! templates
Orders instanced T Deploys
CTFd - deployment Challs
5 g Deploys
CTFd L ArgoCD » Challenges
A e —
Challenges
\. J L
Pulls
deployment config



Going Gi1tOps

|
Challenge deployment

%

Kubemetes
cluster
Deploys
CTFd KubeCTF »| Instanced challenge
* [Y
Updates Deploys
CTFd instanced challenge template
CTFd manager |« ArgoCD » Shared challenge
Deploys Deploys
Chall information
Pulls Pulls
Deployment Docker image
templates
Push docker images ¥
Commit Github actions
Container registry
Chall dev
Service [ i
| ——— Cluster Github
| O
_______ / o ____
| 1
Github branch g EEEEELT [ Action
operation 1 _ =
_______ /




Automating everything

- Alot of moving parts



Automating everything

- Alot of moving parts

« Terraform as orchestrator

HashiCorp

Terraform OpenTofu“



Automating everything

|
_ Kubemetes
Git cluster
- Deploys
DHGEE Redis p »  KubeCTF >  Challenges
[ | F [ | Y ry
! Uses HFETE Deploys
] ] Instanced challenges
' E : templates
5 5 Orders instanced Configures Deploys
CTFd -« - 1 Challs
f i deployment
= 2 Deploys
CTFd r: ArgoCD » Challenges
~ Deploys
Challenges
\_ "y .




Automating everything

|
&I:g Service / ; o
g Kubemetes f ' b
- ihermet Deptopme:nt : Cluster P Github
/‘ crre \\\ i
1 Repository Temaform project Action
, —————
Deploys : N )
Cluster >
Deploys ] '
ors — -
P Deploys L
) )
J
Deploys
H [ DB cluster Redis N N
Challenges : : P I > KubeCTF »  Challenges
i T ™
./ Configures : L A L A 'y
: : CTFd-m
' Uses anager Deploys
Instanced challenges
- ™y templates
: : Orders instanced Configures Deploys
CTFRd . ! p deployment Challs
: : o= - Deploys
CTFd L ArgoCD » Challenges
~ Deploys
Challenges
A
\_ Y, q
Pulls




Montitoring




Montitoring

Q @ Q elastic

Prometheus



Montitoring

&I:‘GJ Service [
_ Kubemetes Cluster Github
Git : cluster Deployment
4 CTFp
1 Repository Temaform project Action
, —————
Deploys ! s 4
Cluster >
Deploys
Ops -
e Deploys C
) )
J
- Deploys
DB cluster Redis | o
Challenges I > KubeCTF =1 Challenges
\\_ Configures | A ' | L =
CTFd-mi
Uses anager Deploys
Instanced challenges
4 templates
Orders instanced Configures Deploys
CTFRd . deployment Challs
= Deploys
CTFd L ArgoCD » Challenges
e ——
Challenges
p \
Pulls
depioyment config
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Montitoring

&I:‘GJ Service [
_ Kubemetes Cluster Github
Git : cluster Deployment
4 CTFp
1 Repository Temaform project Action
Deploys , —————
f A A
Cluster > Logging Prg::;::us
J J
Ops -
e Deploys C
) )
J
- Deploys
DB cluster Redis | o
Challenges I > KubeCTF =1 Challenges
™
\\_ Configures L | A ' | L =
CTFd-mi
Uses anager Deploys
Instanced challenges
4 templates
Orders instanced Configures Deploys
CTFRd . deployment Challs
Deploys
CTFd L ArgoCD » Challenges
e ——
Challenges
A
p \
Pulls
depioyment config

78



&I:‘GJ Service [
_ Kubemetes Cluster Github
Git : cluster Deployment
4 CTFp
1 Repository Temaform project Action
Deploys , —————
f A A
Cluster > Logging Prg::;::us
J J
Ops -
e Deploys C
) )
J
- Deploys
DB cluster Redis | o
Challenges I > KubeCTF =1 Challenges
™
\\_ Configures L | A ' | L =
CTFd-mi
Uses anager Deploys
Instanced challenges
4 templates
Orders instanced Configures Deploys
CTFRd . deployment Challs
Deploys
CTFd L ArgoCD » Challenges
e ——
Challenges
A
p \
Pulls
depioyment config
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Challenges



Scaling the number of developers

20 challenge developers

« Not sustainable with hands on infrastructure



Standardizing

Challenge Challenge
Schema Repository



Challenge Schema

Standardized schema

Developer responsibility

Platform agnostic

Challenge metadata

Docker data

enabled: True
name: Where Robots Cannot Search
slug: where-robots-cannot-search
author: The Mikkel
category: web
difficulty: beginner
min_points: 30
points: 30
type: 1instanced
instanced_type: web
flag: brunner{r@bot5_sh@uld_nOt_637_h3re_b0t_You_g07_h3re}
tags:
- Web
description_location: description.md
dockerfile_locations:
- location: src/Dockerfile
context: src/
identifier: None
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Challenge Repository

Structured handling of all challenges

Easy administration

Challenge toolkit

Challenge bootstrapping

— challenges/

— web

— forensics

— rev

— crypto

—— pwn

— boot2root

osint

—— m1scC

— blockchain

— beginner/
L— challenge-1

— pages/

L— page-1/

— template/

— challenge-toolkit/
— <other files>
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Challenge Repository

|
Create challenge Q, Filter workflow runs
create-chall.ym
142 workflow runs Event - Status ~ IELT I Actor =
This workflow has a workflow dispatch event trigger. Run workflow
Use workflow from

@ Create challenge pwn-3 by Olexmeister

Branch: develop ~

Create challenge #167: Manually run by

Existing issue to link the challenge to.

@ Create challenge pwn-2 by Olexmeister

Create challenge #166: n by

a u

Leave empty to create a mew issue.

0
@ Create challenge Getting Access by Quack

Create challenge #165: Manually run by Quackers71

Name of the challenge *

@ Create challenge Spicy Cookies by Quack P Author of the challenge - Your alias

Create challenge #164: Ma

ally run by Quackers711

Category of the challenge *
@ Create challenge IDOR by Quack

ally run by Qua

web

Create challenge #163: Man

Difficulty of the challenge *

@ Create challenge OPTIONS by Quack —— beginner

Create challenge #162: Manually run by Quackers711

Type of the challenge *

static
@ Create challenge POST by Quack

Create challenge #161: Manually run by Quackers711

Type of the instanced

none

& Create challenge Cookies by Quack R Flag of the challenge. Format: brumner{.*},

dynamic or null

Create challenge #160: Manually run by Qua

@ Create challenge Intro-Headers by Quack

Create challenge #159: Manually run by Quackers711

Run workflow

@ Create challenge Intro-CSS by Quack

Create challenge #158: Manually run by Quackers711 {4 Im 255




Challenge Repository

-« Challenge directory

handout/

k8s/

solution/

src/

template/
challenge.yml
description.md
README . md
version
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Automated deployment




Discord integration

&) piscord

-3 brugte i challenge create issue

CTF manager bot [BPP) 07-08-2025 09:56
. Challenge issue created and added to project as 'In Progress": Sanity Check

-7 brugte i challenge create code

CTF manager bot [BPP) 07-08-2025 09:57
. Triggered pipeline for challenge code creation for issue #218

Check the progress here: Actions
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Running the CTF



BrunnerCTF 2025

- 22 — 24 august l
- 14:00 CEST -14:00 CEST

[\

- Jeopardy CTF




The stats

panel 17 @ BBl < © 2025-08-1507:33:32102025-08-2515:44:09 v > @

9]

DS_PROMETHEUS = Prometheus ~ Brackets || All v

Participants
3200
3100

3000

2900

2800

. 2800 users -

2500

2400

2300

- 1158 teams -

2000 A

1900
1800
1700
1600 [
1500
1400
1300 f /
1200 /

1100

1000

900

800
700

600 e

500

400

300

200

100 — =

08/1512:00 08/16 00:00 08/16 12:00 08/17 00:00 0817 12:00 08/18 00:00 08/18 12:00 0819 00:00 08/19 12:00 08/20 00:00 08/20 12:00 08/2100:00 08/2112:00 08/22 00:00

08/22 12:00 08/23 00:00 08/23 12:00 08/24 00:00 08/24 12:00 08/2500:00  08/2512:00
= Users == Teams
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The stats

= Home > Dashboards > ctf > CTFd ¥

Scoreboard ®

30000

28000

26000

24000

22000

20000

18000

16000

14000

12000

10000

8000

6000

4000

2000

08/2218:00

Solves per category

08/23 00:00 08/23 06:00

Shake & Bake
54%

== Shake & Bake == Crypto == Web == OSINT == Misc

== Reverse Engineering == Pwn == Boot2Root

08/23 12:00 08/2318:00

Unsolved challenges

08/24 00:00

No data

08/24 06:00

08/24 12:00

Top 15 teams
User
Rubiyalab
Lil L3ak
DTUHAX
noreply
choufii 7al
OxL4ugh - ps
0-Day Aarhus
AirOverflow
PwnSec
MindCrafters
$cript_K1dd13$
IvanUWWuuuuuuuuu
Kokoska
f$NPwn3d

Jutlandia

Most fails
Name
Traditional Cake
There Is a Lovely Land
Whisk
Scandinavia and the World
“he Great Mainframe Bake-Of
Train Mania
The Cryptographic Kitchen!
Bakerman
RivalCakes

Pie Recibe

Score

23442

21538

20268

17974

17227

17149

16302

15986

15978

14622

12604

10648

10554

10283

9991

Fails

7962

2464

2098

1900

147

966

822

730

676

605

B &  Addv - @ Last2days v Q & m~

Most solves
Name Solves
Sanity Check 976
ere Robots Cannot Sea 759
DoughBot 708
Join the Discord! 669
Cookie Jar 6m
Great Mainframe Bake 584
Baker Brian 554
There Is a Lovely Land 522
The Yeast Key 490
TheBakingCase 478
nline Cake Flavour Sho 475
Train Mania 445
Half-Baked 430
Pie Recipe 409
"he Complicated Recipt 394
Total users

Total teams

Least solved (> 0)
Name
Shortcake QL
The Real Windows Experience
n-crypt
CakeChat
Un-Pirateable Baking Game 2
Pair Baking
Single Slice Of CakeNews
Bake to the Future
Waffles
CompSci Bakery
I'm lost
Lua Tax Calculator
No Calls
The Cinnamon Packet

Pretzel

Solves

Total challenges

2860 1491 83

Active instances

600

Total instances

2 N 182

08/23 00:00

08/23 12:00 08/24 00:00

08/24 12:(
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The stats

Home > Dashboards > ctf > KubeCTF Dashboard Yy

Total Instances Instances by Challenge Name

Challenge Name Count
recipe-storage 1
the-ingredient-shop-s-rever 1
arrayvm 1

line-cake-fl; -shi 1
Total Enabled Challenges sttt bl

brunner-s-bakery 1
waffles 1
dotwhat-user 21
Total 180

Total Instances Over Time

Instances by Challenge Type

Challenge Type
tcp

web

Total

Count

44

136

180

B &  Addv - @ Last2days v Q@ & m-v B

Instances by Challenge Owner Instances by Deployment ID

Challenge Owner Count Challenge Deployment Cot
6 ctf-dotwhat-user-4d1d5902ecb075ab i
681 2 ctf-cakechat-4435c63a3eb826c4 1
662 1 ctf-dotwhat-user-60dc602fc098d7a9 1
592 3 ctf-the-ingredient-shop-fOee195c0ab2 2fee 1
3092 1 ctf-baking-bad-f3b287ce4b43b240 i
1503 1 ctf-dot er-72def692C 1
170 1 ctf-cake-architect-user-83edda927aecfb9f 1
Total 180 Total 174

08/22 15:00 08/22 18:00 08/22 21:00 08/23 00:00

== Total Instances == arrayvm == baker-brian == baking-bad == brunner-s-bakery == brunsviger-huset == caffeine-user == cake-architect-user == cakechat

08/23 03:00 08/23 06:00 08/23 09:00 08/23 12:00 08/23 15:00 08/23 18:00 08/23 21:00 08/24 00:00 08/24 03:00 08/24 06:00 08/24 09:00 08/24 12:00
== cookie-jar == dat-overflow-dough == dotwhat-user  epic-cake-battles ~ lua-tax-calculator - no-calls == obligatory-heap-pwn
g ipe == ql == singl 2 == the-cak - th hop == the-ingredient-shop: ge == tickets-app-user ~ waffles

= online-cake-flavour-shop == othello-villains == pair-baking == recipe-for-disaster == recipe-st - t-bi

where-robots-cannot-search

Instances by Challenge Name Over Time
125

100

08/23 00:00 08/23 18:00

08/24 06:00

08/2218:00 08/23 06:00 08/23 1 08/24.00:00
= arrayvm == baker-brian == baking-bad == brunner-s-bakery == brunsviger-huset == caffei = cake-archi
== cookie-jar == dat-overflow-dough == dotwhat-user == epic-cake-battles  lua-tax-calculator — no-calls

== cakechat

obligatory-heap-pwn

08/24 12:00

Instances by Owner Over Time
M [ |
J' | i) |

. .J L)

) I“ M‘H‘. I
| }f ' j‘HllN A 1 Tt A 1 IIlIJI
I L H \‘II vwm (LI M ;‘\l\ Jil T II“HI.IH!I‘HFII "nn‘u

MHHH\ TR AT LA 'IH LI TN T

08/23 06:00 08/24 00:00 08/24 06:00

08/22 18:00
== 100 e= 1003 == 1005 == 1008 == 1010 == 1017 == 1019 == 1020 == 1022 == 1025 == 1029 == 1032 1038 104 1043 1044
== 1046 == 1047 == 1049 == 1052 == 1058 == 1061 == 1062 == 1064 == 1065 == 1068 == 107 == 1070 1073 1075 1078 1081

08/23 00:00 08/23 12:00 08/23 18:00 08/24 12:00
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The stats

Total KubeCTF deployments

600
500
400
300
200

100

08/22 15:00
== Deployments

08/22 18:00 08/22 21:00 08/23 00:00 08/23 03:00

CPU usage

9 vCPU
8 vCPU
7vCPU
6 vCPU
5 vCPU
4vCPU
3vCPU
2vCPU
1vCPU
0vCPU

08/22 18:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00
== Total vCPU usage == Total vCPU available == Node available vCPU == Cluster vCPU available

08/23 06:00

08/24 00:00

08/23 09:00

08/24 06:00

08/23 12:00

08/24 12:00

08/23 15:00 08/23 18:00 08/23 21:00 08/24 00:00 08/24 03:00 08/24 06:00 08/24 09:00 08/24 12:00

RAM usage

45 GB
40 GB

35GB

15GB /MN Mw\\(ﬂ\h M MW\

0B
08/22 18:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00

== Total memory usage == Total available memory == Node available memory == Cluster memory available

08/24 00:00 08/24 06:00 08/24 12:00



The stats

CPU usage

180 vCPU

160 vCPU
140 vCPU
120 vCPU
100 vCPU
80 vCPU
60 vCPU

40 vCPU

W’WM 1 A
20 vCPU AN, W Ay A Ve,
il o A P Mk T Ak il dd Y M“Nw«
‘ e e,
0vCPU
08/22 18:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00 08/24 00:00 08/24 06:00 08/24 12:00
== Total vCPU usage == Total vCPU available == Node available vCPU == Cluster vCPU available

RAM usage

400 GB

350 GB [
300 GB ‘
250 GB

200 GB

150 GB

100 GB

P P

50 GB /”“

A

= A A AN =
e VUSSP, (o e Btaran %~MWM"

oB
08/22 18:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00 08/24 00:00 08/24 06:00 08/24 12:00
== Total memory usage == Total available memory == Node available memory == Cluster memory available
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The stats

- 35 million requests

« 2.666 r/s
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The stats

Traefik user agents - PROD 3

gobuster/3.6 Fuzz Faster U Fool v2.1.0-dev feroxbuster/2.11.0 Mozilla/5.0 (Windows NT 10.0; Mozilla/5.0 (Windows NT 10.0;
Win64; x64) ... Win64; x64) ...

Count of records Count of records

9,499,688 8,826,321 4,703,058 2,802,792 1,424,836

gobuster/3.7 DirBuster-1.0-RC1 Mozilla/5.0 (X11; Linux x86_64; Fuzz Faster U Fool v2.1.0 Mozilla/4.0 (compatible; MSIE
(http://www.owasp.org/inde... rv:128.0) Gecko/20100101 ... 6.0; Windows NT 5.1)

Count of records Count of records Count of records

Count of records Count of records

Count of records Count of records Count of records

1,083,374 625,806 445,850 438,504 312,003

feroxbuster/2.5.0 Wfuzz/3.1.0 Mozilla/5.0 (X11; Linux x86_64) python-requests/2.32.3 gobuster/3.0.1

Count of records Count of Count of records

AppleWebKit/537.36 (KHTML...  count of records

Count of records

311,658 282,337 270,675 254,664 253,383

feroxbuster/2.10.4 gobuster 2.0.1 Mozilla/5.0 (Windows NT 10.0; Mozilla/5.0 (Windows NT 10.0; Mozilla/5.0 (Windows NT 10.0;
Win64; x64; rv:141.0) ... Win64; x64) ... Win64; x64; rv:142.0) ...

Count of records Count of records Count of records

220,563 210,618 169,924 159,918 158,974

Mozilla/5.0 (Windows NT 10.0; Mozilla/5.0 (Macintosh; Intel Fuzz Faster U Fool v1.1.0 gobuster/3.8 Other
Win64; x64) ... Mac 0S X 10_15_7) ...

- Count of records Count of records Count of records

Count of records Count of records

Count of records Count of

139,910 132,830 130,679 117,088 2,889,966
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Challenges

- 83 challenges

- 10 categories

S/
:

>
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Surviving the first 5 minutes



Surviving

« Are we down?

the first 5 minutes

BrunnerCTF / BrunnerCTF PROD

CTFd

https://brunnerctf.dk/

08 Pause @ Edit @ Clone W Delete

23m ago now

Check every 30 seconds

Response Avg. Response Uptime Uptime Cert Exp.
(Current) (24-hour) (24-hour) (30-day) (2025-11-09)
201 ms 346 ms 98.85% 99.94% 79 days
e N / ™ k) A
Status DateTime Message
[ v ) 2025-08-22 14:21:20 200 - OK
Down 2025-08-22 14:20:19 Request failed with status code 525
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v Resources

Surviving the first 5 muinu

« Are we down?

CPU usage by Pod

CPU CORES

D

14:00

f
)

14:30

15:00

g A paddhall )b )11
T I

15:30

h

ter-leader-2

traefik-5f8499d7bb-7mkxm
traefik-5f8499d7bb-ct2fq
traefik-5f8499d7bb-n4b9q
traefik-6b9588db66-58x7b

» traefik-6b9588db66-kxrrt

traefik-6b9588dbE6-msrég

Memory usage by Pod

512 MiB

384 MiB

256 MiB

128 MiB

0B

13:00

13:30

14:00

€S

14:30

== traefik-5f8499d7bb-7mkxm
traefik-5f8499d7bb-ct2fq
traefik-5f8499d7bb-n4b9q

== traefik-6b9588db66-58x7b
» traefik-6b9588db66-kxrrt

» |traefik-6b9588db66-msrég

15:00 15:30
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Surviving the first 5 minutes

CPU usage

180 vCPU

160 vCPU
140 vCPU
120 vCPU
100 vCPU
f)

« Are we down”
60 vCPU
40 vCPU

20vCPU W WM*WM,#WMW‘T‘.\,Mvr.

A - A ! "™ - A o i
- p ity g N P A
bay 2

M S P

PSRN Y

[
0vCPU —~ U
08/2218:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00 08/24 00:00 08/24 06:00 08/24 12:00

== Total VCPU usage == Total vCPU available == Node available vCPU == Cluster vVCPU available

RAM usage
400 GB
350 GB l
300 GB
+ Resources 250 GB
CPU usage by Pod
S e s 200 GB
8 M,‘
ah . A [ 150 GB
R AAsbdhal .w.\."-.,ui\m ‘\‘\ 7
5 (|, i ‘l [l §‘l
g 4 i - 100 GB
8 == traefik-5f8499d7bb-7mkxm
3 WP e
é traefik-5f8499d7bb-ct2fq 50 GB - AN T g P N e et S, e N,
& traefik-5f8499d7bb-ndb9q Z e L L i e S
1 J = traefik-6b9588db66-58x7b 0B
) " o . traefik-6b9588db66-Kxrrt 08/22 18:00 08/23 00:00 08/23 06:00 08/23 12:00 08/23 18:00 08/24 00:00 08/24 06:00 08/24 12:00
13:00 13:30 14:})0 ) 14:30 15:00 15:30 traefik-6b9588db66-msrég == Total memory usage == Total available memory == Node available memory == Cluster memory available

102



Learnings



Home > Dashboards > kubernetes

Datasource  default v namespace  Kubectf-challenges pod  chall-pwn-oni

Instancing

CPU Usage
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- Instancing allows for isolating teams ressource wise
- Good performance, and lots of headroom for scaling
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CTFd and clustering

- Trying to achieve 100% uptime
- CTFd not being able to handle clustered Redis

Clke



Emails

- When Google starts blocking your emails

- Switching email domain
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Alerting

- Customizing alerts

- Not enough alerts, and alerts too late
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- Hetzner

- 265.18€
- Prod: 127.45€
- Staging: 137.73 €

HETZNER

SERVER-CLOUD-HOSTING

Control planes - 3x CPX31 (4 vCPU, 8GB RAM)
Agents - 3x CCX33 (8 dedicated vCPU, 32 GB RAM)
Challs - 8x CPX51 (16 vCPU, 32 GB RAM)
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Future work



Improvements

- Simplify challenge deployment
- Challenge schema

- Discord bot

- CTFd

- List of all challenges running — Better insight into instances
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Large files




Cheat detection

- Dynamic flags



»

Golng open source



CTF Pilot

CTF

Pilot

- github.com/ctfpilot

- ctfpilot.com




Want to learn more?

- blog.themikkel.dk
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